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Abstract
Theoretical modeling of sound propagation within lined ducts can help with interpreting the underlying mechanisms of 
waveguide physics. Herein, we present ESM-FLOW, a meshless, wave-based method in physical space for modeling sound 
propagation in 3D axisymmetric lined ducts. First, ESM-FLOW is applied to a 3D axisymmetric problem with uniform flow, 
in which the wall-reflected fields are replaced by a set of equivalent sources (ESs) surrounding the wall. A circumferential 
Fourier transform is employed to reduce this to a 2D problem in the circumferential modal domain. This enables efficient 
solving using a 2D equivalent-source method (ESM) scheme with circumferential modal Green’s functions. Clenshaw–Curtis 
quadrature is used to accurately evaluate the oscillating circumferential integral. The unknown ES amplitudes are solved for 
through a linear system assembled by replacing the incident and wall-reflected fields with ESs satisfying the wall boundary 
conditions in the modal domain. Next, rigid-wall modes are derived as inputs for the 3D axisymmetric problem, enabling 
modal analysis—something with which most boundary-integral formulation (BIF) methods struggle. Finally, a multi-layer 
ESM-FLOW method is presented to address medium inhomogeneities, in which the non-uniform waveguide is divided into 
layers with piece-wise constant medium properties. ESM-FLOW is validated by comparison with a finite-element model, 
and additional simulations are presented to showcase its capabilities. The results demonstrate that ESM-FLOW combines 
the numerical efficiency and accuracy of typical BIF methods (including backscattering) while overcoming the limitations 
imposed by uniform media. This makes it highly applicable to the acoustic design of engines and ventilation systems.

Keywords Sound propagation · Lined duct · Waveguide · Boundary integral

1 Introduction

Being able to analyze sound propagation in non-uniform 
waveguides is very important in areas such as room acous-
tics, aeroacoustics, underwater acoustics, and the acoustic 
design and optimization of engines and ventilation systems 
[1, 2]. In particular, there is a need in these applications 
to maximize the acoustic attenuation associated with sound 
propagation through a flow duct by lining the duct walls 
[3–6]. Modeling sound propagation in lined ducts with 
flows helps to increase the understanding of the underly-
ing mechanisms of waveguide physics and thus guides opti-
mization of the attenuation performance of the liner at the 
preliminary design stage. Nevertheless, the corresponding 
modeling work is computationally challenging, as the model 
must account for both the propagation behaviors associated 

with non-uniform waveguides and the effects of flows on 
sound waves.

Two types of approach can be used to model sound 
propagation in a lined flow duct: semi-analytical and fully 
numerical. Examples of the former are the segmentation 
approach [7, 8] and the multimodal method [9], also known 
as the coupled-mode method in underwater acoustics [10]. 
The segmentation approach uses a stepwise approxima-
tion to divide a non-uniform waveguide into several uni-
form segments so that the modal-coupling coefficients 
can be solved for by assembling all segments using the 
boundary conditions across the interfaces between pairs 
of adjacent segments. This method can shed light directly 
on the waveguide physics, and it is thus a powerful tool for 
analyzing the underlying propagation mechanisms. How-
ever, when dealing with high-frequency problems, large 
numbers of segments and modes are required to obtain 
convergent solutions, and this significantly increases the 
computational burden. Furthermore, the number of modes 
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involved in the computation must be considered carefully 
when mode coupling occurs. In contrast, the multimodal 
method relies on the concept of modal projection, in which 
eigenmodes are projected onto a space spanned by a group 
of local modes. The unknown modal coefficients are then 
solved for by propagating the traveling modes through an 
admittance condition. Unlike the segmentation approach, 
this method circumvents the stepwise approximation, thus 
achieving better convergence. Nevertheless, the conver-
gence deteriorates severely when discontinuities arise in 
the boundaries with respect to the propagation range, and 
high-frequency problems will still impose a heavy compu-
tational burden.

Unlike semi-analytical methods, fully numerical meth-
ods (with appropriate numerical and discretization schemes) 
are unconditionally stable for treating arbitrary non-uniform 
waveguides, tending to converge toward the exact solution 
of the wave equation. Classic numerical methods include the 
finite-element method (FEM) [5, 11, 12] and the meshless 
wave (MW)-based approach. The FEM aims to solve the 
weak form of the wave equation, relying on volume discre-
tization of the physical domain. One very attractive aspect of 
the FEM is its high versatility regarding the material prop-
erties treated in the simulation, which makes it suitable for 
handling non-uniform flows. Nevertheless, depending on the 
meshing size, the size of problems that can be handled by the 
FEM is restricted by the available computational power. This 
means that the FEM becomes cumbersome when perform-
ing parametric sweeps or Monte Carlo simulations in the 
acoustic design of engines and ventilation systems.

Recent years have seen a growing emphasis on MW-based 
approaches within the realm of computational engineering. 
For example, one approach involves the construction of node 
control domains [13], which are seamlessly integrated with 
the finite-volume method to address the challenges of porous 
flows featuring singular source terms. Recently, a spatially 
approximated MW-based method has been developed to 
tackle an extensive spectrum of time-fractional partial dif-
ferential equations in both 2D and 3D domains [14] encom-
passing both regular and irregular geometries. By virtue of 
their meshless nature, MW-based techniques circumvent the 
time-consuming and troublesome pretreatment process, and 
they thus exhibit superior numerical efficiency when com-
pared with the FEM. Illustratively, a representative MW-
based technique, the boundary-integral formulation (BIF) 
[15, 16], has found widespread application in addressing 
complex boundary-value problems inherent to the field of 
acoustics. A pertinent illustration in this context involves 
the use of a local knot method, which can be effectively 
employed to address large-scale acoustic problems related to 
room acoustics, noise prediction in vehicles, and modeling 
of sound propagation in bi-material plates [17–19].

Due to the swift advancement of its affiliated algorithms, 
which are aimed at enhancing accuracy, efficiency, and sta-
bility, the boundary-element method (BEM) has garnered 
significant attention within the realm of acoustic engineer-
ing, particularly concerning the problem of sound propaga-
tion in the presence of fluid motion. The BEM reduces the 
size of a problem by discretizing only the boundaries treated 
in the simulation, thus solving the wave equation more effi-
ciently than methods based on volume discretization. In 
scenarios involving sound propagation under uniform flow 
conditions, the BEM typically involves the Lorentz trans-
formation [20], thereby allowing the convected Helmholtz 
equation to be reformed into the standard Helmholtz equa-
tion, for which a standard BEM scheme can be implemented. 
One issue associated with the Lorentz transformation is the 
deformation of physical space, which increases the complex-
ity of the form of the boundary conditions and the numeri-
cal scheme for the coupled equations [21, 22]. Although 
this issue can be circumvented by implementing the BIF in 
the physical domain [15, 23–26], the BEM suffers inher-
ently from singularities arising from Green’s functions. In 
addition, modeling medium inhomogeneities using the BIF 
method has long been an open problem. The goal of the 
present work was to fill these gaps.

As an alternative to the BEM, the equivalent-source 
method (ESM) was initially developed by Koopmann et al. 
[27] to solve for acoustic radiation. The basic idea of the 
ESM is to replace the sound field with a set of equivalent 
sources (ESs), with their unknown amplitudes obtained by 
matching the boundary conditions in the problem. Since 
these ESs are often distributed on a surface that is offset 
from the practical boundary, the singularity problem of 
the BEM is avoided. Furthermore, compared to the BEM, 
numerical implementation of the ESM is much simpler, and 
its computational complexity is much lower; this is because 
its basis functions are nodes rather than elements. It should 
be noted that the ESM is a meshless, wave-based approach 
that combines the numerical efficiency and accuracy of 
typical BIF methods. This means that it offers a full-wave 
solution that includes backscattering. The capabilities of the 
ESM for computational acoustics have been demonstrated in 
multiple areas [28], from room acoustics [29] to underwater 
acoustics [30–34]. In aeroacoustics, the ESM is commonly 
used to solve for sound scattering and acoustical hologra-
phy for moving sources [35–38]. However, to the best of 
our knowledge, in physical space, no ESM-based sound-
propagation model has been developed to solve for sound 
propagation in a lined duct, especially for situations in which 
the medium within the duct is non-uniform.

The primary contributions of this paper are as follows: (i) 
a meshless method based on the ESM, namely ESM-FLOW, 
is developed to solve for sound propagation in a 3D axisym-
metric lined duct, along with full formulations developed 



Engineering with Computers 

1 3

in physical space; (ii) expressions for rigid-wall modes are 
derived as inputs for ESM-FLOW, and in particular, spin-
ning modes are obtained, which may help with the imposi-
tion of nonaxisymmetric source conditions in future work; 
(iii) a multi-layer ESM-FLOW model is first developed to 
handle medium inhomogeneities within the duct, in which 
the non-uniform waveguide is divided into layers, each with 
piece-wise constant medium properties. Numerical simula-
tions are presented to validate ESM-FLOW and to showcase 
its capabilities in modal analysis and acoustic optimization 
of liners. Its numerical stability and efficiency are also inves-
tigated in detail, including parameter selection and the opti-
mized Clenshaw–Curtis quadrature scheme [39] for the cir-
cumferential integral. The key aspect of ESM-FLOW is that 
it is presented in the physical domain without approxima-
tions (except for numerical discretization approximations), 
and it thus converges to the exact wave-propagation solution.

The remainder of this paper is organized as follows: the 
formulation of ESM-FLOW is presented in Sect. 2, numeri-
cal simulations are presented in Sect. 3, and conclusions are 
drawn in Sect. 4.

2  Methods

This section introduces ESM-FLOW, an ESM-based sound-
propagation model for a non-uniform lined duct. We present 
the frequency-domain formulations using the time conven-
tion ei�t , where � is the angular frequency, t is the time, and 
i =

√
−1 . In the equations herein, we denote all matrices and 

vectors using upper- and lowercase bold letters, respectively.

2.1  Governing equation and boundary conditions

As shown in Fig. 1, we assume a 3D duct with a radius 
of �a to be axisymmetric with respect to the x axis, along 
which a uniform mean flow moves with a positive velocity 
of v0 . To represent the acoustic liner, the duct wall is char-
acterized locally by an Ingard–Myers impedance boundary 
( x1 < x < x2 ), and by a Neumann boundary elsewhere. The 
homogeneous air within the duct has a density of �0 and a 
sound speed of c0 ; it is moving horizontally at a velocity of 
v0 in the positive x direction. By assuming a harmonic time 
dependence for the velocity potential Φ(r,�) , the governing 
wave equation for steady-state linear acoustics in a uniform 
flow is given by [40]:

where r = (x, � sin �, � cos �) is a position vector, � is the 
circumferential angle of a field point, and the acoustic pres-
sure p is

The overall field satisfies the Ingard–Myers bound-
ary condition [41] at the wall for field points at 
ra = [x, �a sin �a, �a cos �a]:

where Y is the wall admittance.

(1)∇2Φ(r) +
�2

c2
0

Φ(r) −
2i�v0

c2
0

�Φ(r)

�x
−

v2
0

c2
0

�2Φ(r)

�x2
= 0,

(2)p = −�0

(
i� + v0

�

�x

)
Φ.

(3)
�Φ

�z

||||r=ra
=
(
1 +

v0

i�

�

�x

)
Yp

||||r=ra
,

Fig. 1  Schematic of ESM-FLOW. The duct geometry is axisymmet-
ric with respect to the x axis, along which a uniform mean flow is 
assumed. The shallow orange surface represents the duct walls, while 

the surrounding outer grey surface denotes the surface upon which 
the ESs are distributed. The dark yellow surface is the acoustic liner 
that locally covers the duct
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2.2  ESM‑FLOW formulation for 3D axisymmetric 
sound propagation in a lined duct with uniform 
flow

ESM-FLOW expresses the solution of Eq. (1) as a lin-
ear combination of the basis functions GΦ(r;r

�|K) , also 
known as Green’s function. This means that the wave-
guide field is a superposition of fields generated by ESs. 
To simulate reflection by the wall, ESs are distributed 
on an axisymmetric surface surrounding the duct with 
a larger radius �′

1
 , which is represented by the grey sur-

face in Fig. 2a. The position vector of the ES surface is 
denoted by r�

1
= [x�, ��

1
sin ��

1
, ��

1
cos ��

1
] . Wall reflection can 

be expressed as

where s(r�
1
) represents the unknown ES amplitudes, the sub-

scripts (n) and (m) denote the nth ES and mth point field, 
respectively, and N is the total number of ESs. The Green’s 
function GΦ(r;r

�|K) is given by

where K = k∕� is the convected wavenumber, k = �∕c0 
is the wavenumber, � =

√
1 −M2  represents the flow 

dependence, M = v0∕c0 is the Mach number, and 
D =

√
(x − x�)2 + �2(�2 + ��2 − 2��� cos�)  .  H e r e , 

� = � − �� is the circumferential angle between the meridian 
planes that include the field point at r and the source point at 
r′ . Note that GΦ(r;r

�|�) automatically satisfies the Sommer-
feld radiation condition, making it suitable for constructing 

(4)Φr(r(m)) =

N∑
n=1

s(r�
1(n)

)GΦ(r(m);r
�
1(n)

|K),

(5)GΦ(r;r
�|K) = e−iK[D−M(x−x�)]

4�D
,

the fundamental solution of the waveguide field as the basis 
functions without imposing any non-reflecting boundaries 
at each end of the waveguide. For a vector of field points 
r(1), r(2),… , r(N) , Eq. (4) can be written in matrix form as 
follows:

Figure 2b depicts a 2D schematic of an axisymmetric duct 
in the meridian plane, in which r̄a = [x̄, z̄a] and r̄�

1
= [x̄�, z̄�

1
] 

denote the 2D coordinates of points at the wall and the ES 
surface, respectively and the overbars ( ̄  ) indicate positions 
in the meridian plane.

The axisymmetric duct geometry ensures that the homo-
geneous medium flows in the axial direction, making the 
field quantities (i.e., velocity potential, pressure, and particle 
velocity) 2�-periodic functions of the circumferential angle. 
Thus, they can be expanded into a series of independent cir-
cumferential modes using a pair of circumferential Fourier 
transforms [42, 43]: 

 where F3D(r;r
�) denotes the 3D field quantity at r due to a 

source at r′ , and Fj

axis
(r̄;r̄�) denotes the Fourier coefficient 

of the jth mode.
Using these transforms, the problem’s dimensions reduce 

from 3D in the (x, � sin �, � cos �) system to 2D in the merid-
ian plane (x̄, z̄) . This avoids the need for repeated compu-
tations resulting from the periodic functions throughout 
the axisymmetric geometry and significantly reduces the 
numerical cost. Consequently, the 2D ESM-FLOW scheme 
can solve each circumferential modal equation in the merid-
ian plane, with ESs distributed on a 1D line (as shown in 
Fig. 1b). For circumferential mode j, the total field resulting 
from reflection by the walls and the incident field satisfies 
the Ingard–Myers boundary condition [41] at the wall in the 
meridian plane for field points at r̄a:

where Y is a diagonal admittance matrix with non-zero val-
ues at the diagonal positions corresponding to x1 < x < x2 
and zeros elsewhere. The total velocity potential �j

t and total 
acoustic pressure pjt for the circumferential mode j are given by 

(6)�r = GΦ(r;r
�
1
|K)s.

(7a)F3D(r;r
�) =

+∞∑
−∞

F
j

axis
(r̄;r̄�) eij𝜑,

(7b)F
j

axis
(r̄;r̄�) =

1

2𝜋 ∫
2𝜋

0

F3D(r;r
�)e−ij𝜑 d𝜑,

(8)
𝜕�

j

t

𝜕z

||||r=r̄a
=
(
1 +

v0

i𝜔

𝜕

𝜕x

)
Yp

j

t

||||r=r̄a
,

(9a)�
j

t(r̄a) = �
j

inc
(r̄a) +G

j

axis−Φ
(r̄a;r̄

�
1
|K)sj

1
,

Fig. 2  Schematic of multi-layer ESM-FLOW method in the merid-
ian plane in a waveguide of Q layers. The solid bold line and the 
dashed lines represent the actual duct wall and the interfaces between 
two adjacent layers of the waveguide, respectively. In the qth layer, 
each pair of red and blue dots at r̄2q−1 and r̄2q , respectively, represents 
those ESs producing the reflected fields from the adjacent upper layer 
(or the duct wall for q = 1 ) and lower layer, respectively
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 where �j

inc
 and pj

inc
 are N × 1 column vectors of the incident 

velocity potential and acoustic pressure, respectively, for 
mode j; Gj

axis−Φ
 and Gj

axis−p
 are N × N transfer matrices of 

the velocity potential and acoustic pressure, respectively, for 
mode j; and sj

1
 is an N × 1 column vector of ES amplitudes 

for mode j. According to Eq. (7), Gj

axis−Φ
 is given by

and Gj

axis−p
 can be obtained by first deriving the acoustic-

pressure Green’s functions based on Eq. (2) and then calcu-
lating the modal Green’s functions using the Fourier trans-
form given by Eq. (7)

We use Clenshaw–Curtis quadrature to evaluate the cir-
cumferential integral, which fits the oscillating nature of 
the integral kernel. This provides accurate and efficient 
results with only a few angular samplings, unlike the fast 
Fourier transform that is commonly used for evaluating the 
circumferential integral [44, 45]. Note that for the symmetric 
(zeroth) circumferential mode, the circumferential integral 
can be reduced to ∫ �

0
∙ cos(−j�)d� , which further improves 

the computation efficiency because it avoids repeated sam-
pling from � to 2�.

After obtaining the modal Green’s functions, we can rewrite 
the boundary conditions for mode j in terms of the ES ampli-
tudes. Substituting Eq. (9) back into Eq. (8) gives

Equalizing the left- and right-hand sides (LHS and RHS) 
of Eq. (8), and after some rearrangements of Eq. (12), this 
yields

(9b)p
j

t(r̄a) = p
j

inc
(r̄a) +G

j

axis−p
(r̄a;r̄

�
1
|K)sj

1
,

(10)G
j

axis−Φ
(r̄a;r̄

�
1
|K) = 1

2𝜋 ∫
2𝜋

0

GΦ(ra;r
�
1
|K)e−ij𝜑d𝜑,

(11)
G

j

axis−p
(r̄a;r̄

�
1
|K)

= −
1

2𝜋 ∫
2𝜋

0

𝜌0

[
i𝜔 + v0

𝜕

𝜕x

]
GΦ(ra;r

�
1
|K)e−ij𝜑d𝜑.

(12)

LHS =
𝜕

𝜕z

[
�

j

inc
(r̄a) +G

j

axis−Φ
(r̄a;r̄

�
1
|K)sj

1

]
,

RHS = Y
[
p
j

inc
(r̄a) +G

j

axis−p
(r̄a;r̄

�
1
|K)sj

1

]

+
v0

i𝜔
Y

𝜕

𝜕x

[
p
j

inc
(r̄a) +G

j

axis−p
(r̄a;r̄

�
1
|K)sj

1

]

+
v0

i𝜔
Y�

[
p
j

inc
(r̄a) +G

j

axis−p
(r̄a;r̄

�
1
|K)sj

1

]
.

(13)

G
j

axis−Φz

(r̄a;r̄
�
1
|K)sj

1
+ dj

= Y
[
�
js
j

1
+ ej

]

+
v0

i𝜔
Y�

[
G

j

axis−p
(r̄a;r̄

�
1
|K)sj

1
+ p

j

inc
(r̄a)

]
,

where Y′ is the admittance derivative with respect to x, and 

 in which the matrix Gj

axis−Φz

 is given by

and

In Eq.  (14), the horizontal derivatives of pj
inc
(r̄a) and 

G
j

axis−p
(r̄a;r̄

�
1
|K) can be calculated by 

 Finally, sj
1
 can be obtained by solving the inversion of 

Eq. (13):

2.3  Point‑source and modal excitations

In this section, we derive the point-source and modal excita-
tions for ESM-FLOW. The incident field due to a point source 
is considered first. We consider only the on-axial point-source 
case in the 3D axisymmetric situation. The off-axial source 
case can also be accounted for by a superposition of differ-
ent circumferential modes, but this will not be given here to 
save space. In such a scenario, the incident velocity-potential 
Green’s function due to the point source for circumferential 
mode j can be calculated by:

(14a)�
j =

[
1 +

v0

i𝜔

𝜕

𝜕x

]
G

j

axis−p
(r̄a;r̄

�
1
|K),

(14b)dj =�
j

incz
(r̄a),

(14c)ej =
[
1 +

v0

i𝜔

𝜕

𝜕x

]
p
j

inc
(r̄a),

(15)G
j

axis−Φz

(r̄a;r̄
�
1
|K) = 1

2𝜋 ∫
2𝜋

0

𝜕

𝜕z
GΦ(ra;r

�
1
|K)e−ij𝜑d𝜑,

(16)�
j

incz
(r̄a) =

1

2𝜋 ∫
2𝜋

0

𝜕

𝜕z
�inc(ra)e

−ij𝜑d𝜑.

(17a)
𝜕p

j

inc
(r̄a)

𝜕x
= − 𝜌0

(
i𝜔

𝜕

𝜕x
+ v0

𝜕2

𝜕x2

)
�inc,

(17b)

𝜕G
j

axis−p
(r̄a;r̄

�
1
|K)

𝜕x
= −

1

2𝜋 ∫
2𝜋

0

𝜌0
[
i𝜔

𝜕

𝜕x
+ v0

𝜕2

𝜕x2

]
GΦ(ra;r

�
1
|K)e−ij𝜑d𝜑.

(18)

s
j

1
=
[
G

j

axis−Φz

(r̄a;r̄
�
1
|K) − Y�j −

v0

i𝜔
Y�G

j

axis−p
(r̄a;r̄

�
1
|K)

]−1
[
−dj + Yej +

v0

i𝜔
Y�p

j

inc
(r̄a)

]
.



 Engineering with Computers

1 3

where r̄�
s
= (x̄s, 0) indicates the 2D plane coordinate of the 

on-axial point source. Since the on-axis point source is con-
sidered here, the Green’s function GΦ(ra;r

�
1
|K) is axisym-

metric with respect to the x axis. As a result, the integral 
kernel, GΦ(ra;r

�
1
|K) , is independent of the circumferential 

mode, meaning that the integral in Eq. (19) can be calculated 
analytically. This yields

where  � = −
1

2�
 for  j = 0  and  � = −

1

i2�j
(ei2�j − 1) 

otherwise.
Next, we give the expression of the rigid-wall mode exci-

tation for the 3D axisymmetric ESM-FLOW method. In the 
3D axisymmetric situation, the eigenmode of the rigid-wall 
mode is Jj(𝛾

j

l
z̄) , and this gives 

 where Jj(�) is a Bessel function of the jth kind, and � j
l
 is the 

lth root of dJj(�)
d�

.

2.4  Multi‑layer ESM‑FLOW method 
for a non‑uniform lined duct

So far, we have assumed that the background mean flow 
within the lined duct is uniform. However, the properties 
of a medium are generally inhomogeneous, and the sound 
propagation may be affected by these medium inhomoge-
neities. Here, we describe the effects of non-uniform flow 
on wave propagation by dividing the medium into layers in 
which the medium inhomogeneities are piece-wise constant.

As shown in Fig. 2, we consider a waveguide of Q layers. 
We define that the actual duct wall is placed at r̄a1 , and the 
interface between the qth layer and the q + 1 th layer is 
located at r̄aq ( q > 1 ). Based on the concept of sound-field 
separation and the ESM-FLOW method, the waveguide field 
in the qth layer can be separated into the fields reflected by 
the adjacent upper layer (or the duct wall for q = 1 ) and 

(19)Φ
j

inc
(r̄a) = 4𝜋 ×

1

2𝜋 ∫
2𝜋

0

GΦ(ra;r
�
1
|K)e−ij𝜑d𝜑,

(20)Φ
j

inc
(r̄a) = 4𝜋𝜉GΦ(r̄a;r̄

�
s
|K),

(21a)Φ
j

inc
(r̄a) =𝜉Jj (𝛾

j

l
z̄a)e

−i(𝜁
j

l
−KM)(x̄a−x̄s),

(21b)Φ
j

incz
(r̄a) =

𝜁
j

l

2
𝜉
[
Jj+1(𝛾

j

l
z̄a) − Jj−1(𝛾

j

l
z̄a)

]

e−i(𝜁
j

l
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(21c)
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j
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[
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j
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− KM)

]

Jj(𝛾
j
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z̄a)e

−i(𝜁
j

l
−KM)(x̄a−x̄s),

lower layer. These reflections from the layers are then 
replaced by a superposition of the fields produced by two 
sets of ESs, one above the upper boundary at r̄2q−1 and the 
other below the lower boundary at r̄2q , respectively. The 
Myers boundary condition at the duct wall and the continui-
ties of pressure and normal displacement across each inter-
face between all the pairs of adjacent layers are given by

where 𝜕

𝜕n̄q
=

𝜕

𝜕n̄q(r̄aq)
−

𝜕

𝜕x
M2n̄qx is the normal-derivative 

operator that accounts for the impact of flow [26, 46], and 
n̄q(r̄aq) = (n̄qx , n̄qz) represents the normal vector of the inter-
face at r̄aq . After substituting for the pressure and displace-
ment in the boundary conditions given by Eq. (21) in terms 
of the ES amplitudes, this yields a linear system coupling all 
fields generated by 2Q − 1 sets of ESs:

where {sj}T is the unknown amplitude vector, which is given 
by

and the right-hand-side vector {w}T is the incident field 
quantity, which is composed of

In the above linear system, the global coefficient matrix [Gj] 
can be written as

where 

(22)
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(23)[Gj]{sj}T = {w}T,

(24)
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(25)
{w}T = {w1,w2,w3,… ,w2q−2,w2q−1,… ,w2Q−2,w2Q−1}

T.

(26)Gj ∈ ℂ
Q×(2Q−1) ∶ [A1;A2;… ;Aq;… ;AQ−1;AQ],
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 where O denotes an N × N  zero matrix, and the matrix 
blocks �j

q,h and Pj

q,h
 are given by 

 where the subscript q, h for each matrix block specifies the 
boundary field at r̄aq produced by the ES placed at r̄′

h
 ; and �q , 

vq , and Kq are the density, flow velocity, and convected wave-
number of the qth layer, respectively. The RHS vector {w}T 
is determined by providing an incident field. When the exci-
tation by an on-axial point source in the Qth layer is consid-
ered, this incident field only interacts with the boundary at 
r̄Q . This gives a sparse vector of {w}T in which only the last 
two elements are calculated:

When excitation by an individual mode is considered, we 
assume a plane source extending from the upper to the lower 
duct wall. This means that the source excitation exists in 
every layer. The incident field consequently interacts with 
each interface dividing the waveguide, and {w}T becomes a 
full vector. This gives

To enhance the stability of the inversion process that is 
employed to solve the linear system in Eq. (23)—particu-
larly given the relatively sparse nature of the coefficient 
matrix—a matrix-scaling technique is employed. This tech-
nique involves permutation and rescaling of the matrix [Gj] . 

(27c)
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.

The objective of this technique is to formulate a new coef-
ficient matrix

which is characterized by diagonal elements of magnitude 1 
and off-diagonal entries bounded by a magnitude of 1. This 
strategic modification yields an enhancement in the condi-
tion of the coefficient matrix. This is achieved by reformu-
lating Eq. (23) as

where 

In this context, S signifies the permutation-information 
matrix, which is characterized by entries of magnitude 1, while 
S and F correspond to the row and column scaling matrices, 
respectively. These matrices can be effectively generated 
through using the equilibrate function in MATLAB. 
A comprehensive delineation of the algorithmic procedure is 
available in Ref. [47]. After permuting and rescaling [Gj] , the 
resultant sparse linear system, which is characterized by an 
improved condition number, is amenable to solution through 
either lower–upper (LU) matrix factorization or the general-
ized minimal residual (GMRE) method. It should be noted that 
the convergence of the iteration solver involved in the GMRE 
method can be significantly improved by preconditioning the 
system with the incomplete LU factorization of H . Given 
that an exhaustive exploration of the linear system solver lies 
beyond the scope of this article, we present only a formulation 
of the general process associated with solving Eq. (32) through 
the LU matrix factorization.

The LU algorithm facilitates the factorization of a row-per-
muted rendition ( Hrp ) of the square input matrix H in the form

wherein L symbolizes a lower triangular square matrix char-
acterized by unity diagonal elements, while U denotes an 
upper triangular square matrix. The matrix factors are sub-
stituted for Hrp in

where brp is the row-permuted variant of b . The resulting 
equation

is solved for by substituting g = Uy and solving two trian-
gular systems: 

(31)H = SR[Gj]F,

(32)Hy = b,

(33a){sj}T =Fy,

(33b)b =SR{w}T.

(34)Hrp = LU,

(35)Hrpy = brp,

(36)LUy = brp
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After solving the unknown ES amplitudes, the wave-
guide field in each layer can be reconstructed by summing 
up reflections replaced by the two sets of ESs above and 
below the layer interfaces.

3  Numerical simulations

In this section, we present the results of various numerical 
simulations. First, to benchmark ESM-FLOW, it is validated 
in comparison with FEM models for problems associated 
with sound propagation in a lined duct with uniform flow. 
Next, to demonstrate ESM-FLOW’s capability for modal 
analysis, the fields excited by rigid-wall modes in the flow 
duct are calculated. After that, multi-layer ESM-FLOW 
model is used to simulate sound propagation in a lined duct 
with non-uniform flow.

To implement ESM-FLOW, one set of ESs is placed at 
the conformal line above the duct wall in the meridian plane. 
These are offset from the corresponding walls by the same 
stand-off distance. The ESs are distributed at the conformal 
lines with element length Δ between two adjacent ESs of �̂�∕8 
and a stand-off distance ds of 4Δ , where �̂� = (c0 − |v0|∕f ) 
is the convected wavelength. See Sect. 3.1.1 for a detailed 

(37a)Lg =brp,

(37b)Uy =g.

discussion of the ES configuration. The circumferential inte-
gral is evaluated using Clenshaw–Curtis quadrature with 72 
samplings. The parameters are set to their default values 
unless otherwise specified. The simulations were imple-
mented in MATLAB on a computer with an Intel Core 
i9-10900K CPU and 96 GB of RAM.

3.1  Sound propagation in a lined duct with uniform 
flow

In this section, we discuss sound propagation in a 3D axisym-
metric lined flow duct, as shown in Fig. 3. The duct is axisym-
metric around the x axis, with a radius of 0.5 m and a length 
of 4.0 m. The duct wall is partially lined between x1 = 1 m 
and x2 = 3 m, with the impedance coefficient determined by

where � = 0.3 , and Y1 is consistent with that in the valida-
tion case, which is (0.192 + 0.096i) Pa⋅s/m. The density 
� and sound speed c of the air are 1 kg/m3 and 340 m/s, 
respectively.

(38)

Y(x) =

⎧
⎪⎪⎨⎪⎪⎩

Y1 sin
2

�
𝜋(x − x1)

2𝜖

�
, x1 < x ≤ x1 + 𝜖,

Y1, x1 + 𝜖 < x < x2 − 𝜖,

Y1 sin
2

�
𝜋(x2 − 𝜖 − x)

2𝜖

�
, x ≥ x2 − 𝜖,

Fig. 3  Schematic of 3D axisym-
metric tube treated in simula-
tions, with the subplots showing 
(a) a perspective view and (b) 
an end view in the meridian 
plane. The liner is represented 
by the yellow surface surround-
ing the tube. The ESs in the 
meridional plane are marked 
by the blue dots offset from the 
tube wall
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3.1.1  ES configuration

Before performing further numerical simulations using ESM-
FLOW, we must determine the ES configuration required for 
convergent results. As many previous authors have shown, a 
conformal ES configuration is more numerically stable and 
more accurate than other configurations [30–32], and so a con-
formal ES configuration is used herein. The other main factors 
to determine are the element length Δ between adjacent ESs 
and the stand-off distance ds from the corresponding boundary. 
First, the root-mean-square error is given by

where pref and p are the sound pressures calculated by the 
FEM and ESM-FLOW, respectively, along the line at z = 0 
m with N sampling points. In this case, the sound pressure 
field was calculated by setting plane-wave incidence (zeroth 
mode) for M = −0.7 at f = 1000 Hz. In Fig. 4a, E is plot-
ted as a function of the ratio of the convected wavelength 
�̂� to Δ with ds = 4Δ . As can be seen, E is large when Δ 
is greater than �̂�∕2 but decreases rapidly otherwise. This 
behavior is equivalent to the Nyquist criterion for sampling 
waveforms, suggesting that the ES distribution requires at 
least two points per �̂� . To guarantee convergent solutions, 
we suggest Δ = �̂�∕8 . Next, E is plotted in Fig. 4b as a func-
tion of the ratio of ds to �̂� with Δ = �̂�∕8 . The error decreases 
significantly with increasing ds , remaining lower than 1 dB 
when ds > Δ but eventually rebounding as ds exceeds 10Δ . 
The large errors for small ds are induced by the singularities 
of the Green’s functions, and those associated with large 
ds are caused by instability in the inverse problem for large 
matrix conditions. Based on this, we recommend a stand-off 
distance of ds = 4Δ.

(39)E =
1

N

N∑
n=1

|||||
10 log

{||||
p

pref

||||
}|||||

,

3.1.2  Parameter selection for evaluation 
of the circumferential integral

Next, we determine the parameters for evaluation of the 
circumferential integral. To demonstrate the high numeri-
cal efficiency and accuracy achieved with Clenshaw–Cur-
tis quadrature, we compare its results with those obtained 
using the standard approach to deal with the circumferential 
integral. The standard integration scheme uses the Fourier 
transform of the circumferential expansion, performing the 
integration with the circumferential mode e−ij� from zero 
to 2� with uniform samplings. The comparison is made for 
sound propagation with plane-wave incidence at 1000 Hz 
for a Mach number of −0.7 , and all other parameters remain 
at their default values. Figure 5a shows the sound pressure 
level (SPL) along a line at z = 0 m with the circumferential 
integral evaluated using Clenshaw–Curtis quadrature and 
the standard approach. The result obtained using the stand-
ard approach diverges significantly from the reference FEM 
solution with 72 samplings, but it improves gradually with 
increasing samplings. However, Clenshaw–Curtis quadra-
ture with only 72 samplings shows smaller errors than those 
obtained with the standard approach using eight times as 
many samplings, thereby demonstrating the former’s high 
numerical efficiency and accuracy.

The reasons that Clenshaw–Curtis quadrature is suit-
able for dealing with the circumferential integral are that 
(i) the integral is highly oscillatory and (ii) the kernel of 
the circumferential integral oscillates rapidly as the integra-
tion variable approaches zero and 2� but tends to be much 
smoother otherwise. The latter is the reason that the uniform 
sampling scheme in the standard approach is inaccurate: it 
may provide insufficient samplings in the region in which 
the kernel oscillates rapidly, thus decreasing the accuracy of 

Fig. 4  Root-mean-square error as a function of (a) the ratio of the 
convected wavelength �̂� to the element length Δ between adjacent ESs 
along the conformal surface and (b) the ratio of the stand-off distance 

ds to �̂� , calculated using the pressure along the line at z = 0 m. Here, 
ds = 4Δ for (a) and Δ = �̂�∕8 for (b)
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the evaluation of the oscillating integral. In contrast, Clen-
shaw–Curtis quadrature provides uneven sampling across 
the integration range, with denser samplings at the upper 
and lower limits of the integration range [39], which fits the 
nature of the kernel oscillations exactly.

A key parameter to determine in Clenshaw–Curtis quad-
rature is the number of samplings for the circumferential 
integral. Here, this is determined via numerical simulations. 
In this case, the Mach number remains at −0.7 , along with 
the same plane-wave incidence input. The number of uni-
form circumferential samplings is defined as Nc = 2𝜋𝜂∕�̂� , 
where � is the radius of the ES surface. Figure 5b shows the 
SPLs calculated using different numbers of circumferential 
samplings at the field point (3.5, 0, 0) m over a frequency 
range of 100–4000 Hz, suggesting that the number of cir-
cumferential samplings should be larger than 0.5Nc . Con-
sidering the compromise between numerical stability across 
a wide frequency range and computational efficiency, we 
suggest that the number of circumferential samplings should 
be Nc , and this is used as the default value herein. It is worth 
mentioning that the frequency sweep performed took about 
30 min using FEM, but it took no more than 10 min using 
ESM-FLOW with 1.5Nc . This confirms the high numerical 
efficiency of ESM-FLOW.

3.1.3  Model validation

Next, we validate ESM-FLOW by comparison with the FEM 
in the case of propagation from a monopole point source. 
The duct geometry and impedance-boundary setup remain 
the same as those in Sect. 3.1.1, but we now consider a 
monopole point source of unit mass flow rate [an amplitude 
of 1 kg/(m⋅s)] placed at (0.5, 0, 0) m. The left-hand column 

of Fig. 6 shows the SPL calculated by the FEM and ESM-
FLOW with a receiver height of 1.5 m at different frequen-
cies for M = −0.7 (with the reference pressure being 20 �
Pa). Excellent agreement with the FEM results can be seen 
at each frequency, thus demonstrating the high degree of 
numerical accuracy that ESM-FLOW provides. The sound 
fields shown in the right-hand column of Fig. 6 exhibit 
apparent interference patterns. The higher the frequency, 
the stronger the interference; this is because higher modes 
resulting in stronger interference are cut-on at higher source 
frequencies.

3.1.4  Modal analysis

ESM-FLOW is a tool that allows for the analysis of the prop-
agation of individual modes by introducing a plane-wave 
input with height-dependent amplitudes. Herein, modal anal-
ysis is employed to investigate the underlying propagation 
behavior within the flow duct. The simulation parameters 
used are the default settings. Figure 7 illustrates the propaga-
tion of the first three spinning modes (left-hand column) and 
axial modes (right-hand column) in the flow duct.

The fundamental features of the axial modes are the 
pronounced focusing effects along the z = 0 axis. Prior to 
reaching the lined region, their oscillation patterns in the 
standing-wave structures (eigenmodes) are defined by their 
eigenvalues. Each axial eigenmode oscillates from vertical 
to oblique as it traverses the lined region while simul-
taneously undergoing amplitude attenuation close to the 
lined wall and resonance along the z = 0 axis. The detailed 
depiction of the sound field near x = 1 m in Fig. 7 indicates 
a sudden change in the mode shape from cosine to sine 
when the sound wave passes through the cross sections 

Fig. 5  (a) SPLs along a line at z = 0 m at 1000 Hz for a Mach num-
ber of −0.7 , with the circumferential integral evaluated using Clen-
shaw–Curtis quadrature and the standard approach. (b) SPLs at the 

field point (3.5, 0, 0) m over a frequency range of 100–4000 Hz for a 
Mach number of −0.7 , calculated using Clenshaw–Curtis quadrature 
with different circumferential samplings
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with and without a liner. This behavior can be attributed 
to the fact that the source mode derived in ESM-FLOW 
corresponds to the rigid-wall mode. In the presence of a 
lined duct wall, the mode becomes a linear combination 
of the rigid-wall modes. For example, the lowest lined-
wall mode is constructed by linearly combining the two 
rigid-wall modes. Additionally, because only two modes 
are supported in the waveguide, the (0,2) mode is cut off 
and exhibits evanescent characteristics along the x axis.

In contrast to the axial modes, the spinning modes dem-
onstrate destructive patterns along the z = 0 axis and tend 
to propagate along the duct wall. As the modal coupling 
induced by the liner occurs solely within either the spin-
ning or axial modes, the spinning modes tend to maintain 
a standing-wave structure within the lined region. The 
aforementioned analysis demonstrates the versatility of 
ESM-FLOW in examining the underlying mechanisms 

governing how a lining influences the propagation of indi-
vidual modes in a flow duct.

3.2  Sound propagation in a 3D axisymmetric 
non‑uniform lined duct with non‑uniform flow

Finally, we proceed to calculate the sound propagation 
in a 3D axisymmetric lined duct with non-uniform flow. 
The 3D axisymmetric lined duct remains unchanged 
throughout the analysis. In this particular scenario, we 
will consider an unrealistic three-layer non-uniform flow, 
as depicted in Fig. 8. The lower boundaries of the first 
two outer layers are determined by the following expres-
sions: 0.5 − 0.15e(−(x−2)

2) − 0.05 and 0.5 − 0.3e(−(x−2)
2) − 0.1 , 

respectively. These expressions define the shape of the 
lower boundaries as functions of the axial coordinate 
x. From the outer to inner layers, the Mach number 

Fig. 6  SPLs in flow duct as calculated by the FEM and ESM-FLOW, 
with a receiver height of 0 m, at (a) 200 Hz, (b) 500 Hz, and (c) 1000 
Hz for M = −0.7 (left-hand column). The green solid and red dashed 
lines denote the results from FEM and ESM-FLOW, respectively. 

The right-hand column shows the corresponding sound fields at these 
frequencies, with the yellow surface surrounding the duct wall repre-
senting the liner
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linearly increases from −0.5 to −0.7 , along with a linearly 
decreased air density from 1.05 to 0.95 kg/m3 . Excitation 
by an on-axial point source with a frequency of 500 Hz 
is considered. This source emits sound waves that will 
propagate through the non-uniform flow inside the duct, 
undergoing modifications due to its changing acoustic 
properties.

To demonstrate the impact of non-uniform flow on 
sound propagation, we initially present the results obtained 
without the acoustic liner. As shown in Fig. 9, the results 
obtained from the multi-layer ESM-FLOW approach show 
remarkable agreement with the FEM results displayed in 
the first row. These findings validate the effectiveness of 
the multi-layer ESM-FLOW approach, with only minor 
deviations observed toward the end of the waveguide. 

These deviations could be attributed to truncation errors, 
which have a minimal impact on the overall accuracy. 
Here, we also compare the condition numbers of the origi-
nal coefficient matrix [Gj] and that of the rescaled matrix 
H , showcasing the effectiveness of the matrix scaling 
used in this work, which enhances the system’s condition. 
The condition numbers of [Gj] and H are 1.66 × 1010 and 
1.11 × 108 , respectively. This demonstrates that the matrix 
condition can be significantly improved using the matrix-
scaling technique described at the end of Sect. 2.4.

For the purpose of comparison, Fig. 9c also illustrates 
the results obtained by ESM-FLOW in the presence of uni-
form flow with a Mach number of −0.7 . In this uniform sce-
nario, a distinctive mode-like pattern emerges, indicating the 
excitation of two axial modes. However, when non-uniform 

Fig. 7  Propagation (real part of sound pressure) of individual modes 
in 3D flow duct for M = −0.7 at 500 Hz. The duct wall is character-
ized by a localized Myer impedance boundary ( 1 < x < 3 ) and Neu-

mann boundaries elsewhere, with the yellow surface surrounding the 
duct wall representing the liner. The left- and right-hand columns dis-
play the spinning and axial modes, respectively

Fig. 8  Setup of the duct with 
non-uniform flow
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flow is introduced, modal coupling occurs, causing energy to 
transition from low- to high-order axial modes. As a result, 
the non-uniform case exhibits the pattern associated with 
the third axial mode. Notably, more pronounced resonances 
along the x axis can be observed in the non-uniform flow 
case compared to the uniform flow scenario. This further 
emphasizes the influence of non-uniform flow on the sound-
propagation characteristics.

Next, we present the results obtained after lining the 
duct wall. The lined region remains unchanged, and the 
same parameter values applied in the previous simulations 
are used for the acoustic liner. In Fig. 10, a comparison is 
made between the results obtained from the multi-layer 
ESM-FLOW approach and the FEM. Once again, both 
sets of results exhibit almost identical field patterns, thus 
confirming the accuracy and reliability of the multi-layer 
ESM-FLOW method. By further comparing Figs. 9 and 

Fig. 9  Sound propagation in 
a rigid duct with non-uniform 
flow calculated by the FEM 
(top row) and ESM-FLOW 
(middle row), respectively, 
with an on-axial 500-Hz point 
source located at x = 0.5 m. For 
comparison purposes, the result 
obtained by ESM-FLOW in 
the presence of a uniform flow 
with a Mach number of −0.7 is 
shown in the bottom row. The 
results are given by SPL (in 
dB). 

Fig. 10  Sound propagation in 
a lined duct with non-uniform 
flow calculated by the FEM 
(top row) and ESM-FLOW 
(middle row), respectively, 
with an on-axial 500-Hz point 
source located at x = 0.5 m. For 
comparison purposes, the result 
obtained by ESM-FLOW in 
the presence of a uniform flow 
with a Mach number of −0.7 is 
shown in the bottom row. The 
results are given by SPL (in 
dB). 
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10, it becomes evident that the introduction of the acoustic 
liner enhances the localized resonance behavior observed 
along the x axis. Similarly, the uniform flow scenario 
exhibits weaker localized resonance behavior, indicating 
the influence of non-uniform flow on the modal-coupling 
phenomenon.

Overall, the inclusion of the acoustic liner in the analysis 
provides further insights into the impact of non-uniform flow 
on sound propagation, highlighting the significance of local-
ized resonance effects. The close agreement between the 
multi-layer ESM-FLOW and FEM results emphasizes the 
accuracy and effectiveness of the multi-layer ESM-FLOW 
method in capturing these phenomena.

3.3  Numerical efficiency

In this section, we discuss the numerical efficiency of ESM-
FLOW in comparison to the FEM for the same computa-
tional problem. The most computationally intensive step in 
ESM-FLOW is the solver used to obtain the ES amplitudes, 
as this involves solving a linear system. Consequently, the 
numerical efficiency of ESM-FLOW directly depends on the 
matrix size of the linear system, which corresponds to the 
number of unknowns to be solved.

For the FEM analysis, we employed the commercial soft-
ware package COMSOL Multiphysics, using its linearized 
potential-flow model in the aeroacoustics module to account 
for the influence of flow on the sound field. The computa-
tion domain was discretized using a triangular mesh with a 
maximum element size set to one-eighth of the convected 
acoustic wavelength, ensuring compatibility with ESM-
FLOW’s discretization scheme. To ensure convergence, the 
computation domain was truncated using perfectly matched 
layers consisting of a mapping mesh comprising 40 layers 
with a total thickness of 0.5 m.

The numerical cost of the FEM is dependent on the num-
ber of degrees of freedom (NDOF), which corresponds to the 
number of expansion coefficients to be solved. However, 
this number is expected to be much larger than the number 
of unknowns (NUN) in ESM-FLOW for the same problem. 
This disparity arises because the FEM relies on volume 
discretization, whereas ESM-FLOW only discretizes the 

boundaries of the problem. Generally, the numerical cost 
of the FEM scales as O(N2

DOF
) , while the numerical cost of 

ESM-FLOW scales as O(N2

UN
× Ncm) , where Ncm denotes the 

number of circumferential modes.
Table 1 presents the computation times for the FEM and 

ESM-FLOW for the uniform flow problem simulated in 
Sect. 3, along with the numerical costs determined by NDOF 
for the FEM and by NUN for ESM-FLOW. As expected, the 
numerical cost of the FEM is between four and six orders 
of magnitude greater than that of ESM-FLOW, with a more 
significant difference observed at higher frequencies. This 
stark contrast demonstrates that ESM-FLOW is more suit-
able than the FEM for parametric-sweep studies, where effi-
ciency is crucial. The efficiency advantage of ESM-FLOW 
becomes evident in Sect 3.1.2, where ESM-FLOW com-
pleted the frequency sweep in one-third of the computational 
time compared to FEM.

Furthermore, Table 2 compares the numerical costs for 
the uniform and non-uniform flow cases, indicating that 
increasing the number of layers only slightly increases the 
numerical cost. This analysis underlines the remarkable 
numerical efficiency provided by ESM-FLOW when com-
pared to volume-discretization-based approaches.

It is essential to highlight that the comparisons made 
using the FEM serve the purpose of demonstrating that 
ESM-FLOW not only exhibits impressive numerical effi-
ciency but also excels in accurately solving sound propaga-
tion under the influence of both uniform and non-uniform 
flows. Another rationale for employing the FEM as a bench-
mark arises from its provision of an explicit solution that 
attains convergence with the exact wave solution. Moreover, 
the absence of a comparable meshless method specifically 
tailored to addressing sound propagation within lined ducts 
necessitates the use of the FEM for comparison. Never-
theless, it is imperative to acknowledge that the FEM out-
classes the proposed method in versatility, particularly when 
addressing intricate challenges like sound propagation amid 
the influence of shear flow. When it comes to the simpli-
fied engineering scenarios examined within this article, the 
proposed method has the advantage in terms of providing a 
good comprise between numerical efficiency and accuracy.

Table 1  Average computation times of the FEM and ESM-FLOW in 
the uniform flow computation cases

Frequency 200 Hz 500 Hz 1000 Hz

FEM [t] 1.0 s 1.5 s 2.5 s
ESM-FLOW [t] 0.08 s 0.18 s 0.53 s
FEM [O] O(107) O(109) O(1010)

ESM-FLOW [O] O(105) O(106) O(106)

Table 2  Average computation times of the FEM and ESM-FLOW in 
different 3D computation cases

Frequency Uniform case Non-uniform case
500 Hz 500 Hz

FEM(t) 1.5 s 1.5 s
ESM-FLOW(t) 0.18 s 0.7 s
FEM(O) O(109) O(109)

ESM-FLOW(O) O(106) O(107)
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4  Conclusions

We have developed ESM-FLOW, a meshless, wave-based 
sound-propagation model for 3D axisymmetric lined ducts 
with flow. This model enables an efficient numerical solution 
of the convected Helmholtz equation. ESM-FLOW repre-
sents the wave solution by combining the fields generated 
by ESs (basis function superposition), which are distrib-
uted along a conformal line adjacent to the duct walls. The 
unknown amplitudes of these ESs are determined by solving 
a linear system, which is constructed by matching the wall 
boundary conditions (specifically, the Myer impedance-
boundary condition).

To simplify the convected Helmholtz equation from 3D 
to 2D, we first apply a circumferential Fourier transform. 
The transform is numerically integrated using the Clen-
shaw–Curtis quadrature method. This reduction in dimen-
sionality allows us to solve the 2D convected Helmholtz 
equation in the circumferential modal domain using a 2D 
version of ESM-FLOW. The Clenshaw–Curtis quadrature 
method is advantageous in terms of numerical efficiency, 
as it requires fewer circumferential samples compared to a 
uniform sampling scheme when dealing with the oscillating 
circumferential integral. Additionally, we derive expressions 
for rigid-wall modes, which serve as inputs for ESM-FLOW. 
This enables modal analysis, providing insights into the 
underlying waveguide physics. Furthermore, we have devel-
oped a multi-layer version of ESM-FLOW to account for the 
effects of medium inhomogeneities on wave propagation. 
This extends the boundary-integral method to accommodate 
the impact of non-uniform flow on sound waves.

We have validated ESM-FLOW by comparing its results 
with those obtained from the FEM for sound propagation 
in a 3D axisymmetric flow duct. Detailed discussions of 
parameter selection for the model are included. The valida-
tion showed that ESM-FLOW achieves accuracy comparable 
to that of the FEM, with  errors barely exceeding 1 dB. In 
contrast to the conventional boundary-integral method, the 
multi-layer ESM-FLOW approach overcomes the limita-
tions imposed by uniform media. These features make ESM-
FLOW highly applicable to acoustic-design applications in 
engines and ventilation systems.
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